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Open in the browser or grab your mobile



Any sufficiently advanced technology is 
indistinguishable from magic.

– Arthur C. Clarke
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What is AI?
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What is intelligence

Images from Wikipedia/Wikimedia and Modular (Illustrated transformer)
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Intelligence: the ability to learn, understand, and 
make judgments or have opinions that are based on 
reason

– Cambridge Dictionary



What is artificial intelligence (AI)

Images from Wikipedia/Wikimedia and Modular (Illustrated transformer)

Stats
Linear regression

Machine Learning
Random forest

Deep Learning
Transformers (the T in GPT)
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Domains of AI …

Images from Wikipedia/Wikimedia

The quick brown 
fox jumps over 

the lazy dog

🤖: The phrase "The quick brown fox jumps over the lazy dog" is an English-language pangram, commonly used for touch-typing practice, testing 
typewriters and computer keyboards, displaying font examples, and other text-related applications where using all alphabet letters is necessary.

Natural Language 
Processing (NLP)

(e.g. ChatGPT)

Computer Vision 
(CV)

(e.g. GPT4-Vision)

Sentiment Analysis
Machine Translation
Text Summarization

Text Clustering
Question Answering

Object Detection
Object Recognition

Semantic Segmentation
Feature Detection and Description

Scene Understanding
Video Analysis

7



To AI or not to AI
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Recent AI evolution … very very fast

GPT-1
117 Million 
Parameters

2018

GPT-2
1.5 Billion 

Parameters

2019

GPT-3
175 Billion 

Parameters

2020

GPT-3.5
175 Billion 

Parameters

2022

GPT-4
1.76 Trillion 
Parameters

2023 2024

GPT-4.5?

ChatGPT talk?
GPT-4 Vision

DALL-E 3

Sep 2023

Stable Video 
Diffusion

Nov 2023

Google replaces 
Bard with Gemini

Dec 2023

Sora

Feb 2024

Copyright lawsuits
Midjourney V6

Jan 2024 Mar 2024

Figure 01
Devin
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AI in practice
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Some key jargon

Tokens → cost Embeddings → semantic/meaning

Tokenizer by OpenAI - Embeddings from Arize
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https://platform.openai.com/tokenizer
https://arize.com/blog-course/embeddings-meaning-examples-and-how-to-compute/


Polite language generates better results

The role of politeness in human–machine 
interactions: a systematic literature review 
and future perspectives

doi: 10.1007/s10462-023-10540-1

AI remembers!!

Embeddings illustration from Towards Data Science@Medium
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https://doi.org/10.1007/s10462-023-10540-1
https://towardsdatascience.com/exploring-the-power-of-embeddings-in-machine-learning-18a601238d6b


“With great power comes great responsibility”

Xinyu Guo et al - doi:10.3389/fcell.2023.1339390

“As of my last knowledge 
update …”

You are accountable for 
using these tools 
responsibly.

Proper use is hard to 
impossible to distinguish 
from no use.

Beware data privacy!
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Earlier AI advances
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AlphaGO

15
deepmind.google/technologies/alphago

• Simple rules
• Complex play
• Harder than chess
• Adversarial



Alphafold / Alphafold multimer / Alphafold DB
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github.com/google-deepmind/alphafold / doi:10.1101/2021.10.04.463034 / alphafold.ebi.ac.uk

http://github.com/google-deepmind/alphafold


Tool assisted research
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Tool assisted research

General purpose AI tools
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Audio assistants - Dictation
• Faster than typing
• Video transcription
• (Translation)
• Not ideal for code
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OpenAI Whisper



Audio assistants - Presentation rehearsal
• Iterative
• Always available
• Remove shame factor
• Decent advice
• Self awareness
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Microsoft Speaker Coach



Planning assistants
• Death to Doodles

• RIP
• Seriously
• Please
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claralabs.com



Email assistants
• Draft reply
• Tidy-up and clarify
• No more typos
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tryellie.com



Language assistants
• Write like a native
• Understand shortcomings
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Grammarly



Improved search engines
• Natural language
• Information with references
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perplexity.ai



Tool assisted research
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Litmaps / Research rabbit / Inciteful
Literature

• Article discovery
• Relatedness
• Citation map
• Contextualization
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litmaps.com / researchrabbitapp.com / inciteful.xyz



Scite
Literature

• Review
• Summarization
• Reference verification
• Contextualization
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scite.ai



Elicit
Literature

• Semantic analysis
• Review
• Summarization
• Contextualization
• PDF → “Write me an 

abstract”
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elicit.com



Genomic models - capture biological languages

Evo, a long-context biological foundation 
model based on the StripedHyena 
architecture that generalizes across the 
fundamental languages of biology: DNA, 
RNA, and proteins.

Evo is capable of both prediction tasks and 
generative design, from molecular to whole 
genome scale (over 650k tokens in length).

Evo is trained at a nucleotide (byte) 
resolution, on a large corpus of prokaryotic 
genomic sequences covering 2.7 million 
whole genomes.

Evo model, ArcInstitute - source and BioRxiv doi:10.1101/2024.02.27.582234v1
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https://www.together.ai/blog/evo
https://doi.org/10.1101/2024.02.27.582234


Knowledge exploration
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Complex data

• Graphs for structured 
knowledge

• AI as gateway
• Powerful combo

• Great documentation
• Complex to setup

biocypher.org



GPT-4V - Vision 🤖: This is a bar chart visualizing the annual global corporate investment in 
artificial intelligence (AI) by type, from 2013 to 2022. The data are presented in 
U.S. dollars and have been adjusted for inflation to 2021 dollars. This adjustment is 
based on the U.S. Consumer Price Index (CPI).

The chart is broken down into four types of investments:

1. Merger/Acquisition: represented by red on the top of some columns, this 
indicates the amount of money invested in AI through mergers and acquisitions.

2. Public Offering: shown in blue, this includes investments made through public 
offerings, possibly referring to investments made during IPOs or subsequent public 
investments into AI companies.

3. Private Investment: shown in green, this represents private funding rounds such 
as venture capital, private equity, or other types of private placement.

4. Minority Stake: represented in orange, this signifies investments made by 
purchasing a minority stake in AI companies.

The vertical axis indicates the amount of investment in billions of dollars, while the 
horizontal axis represents the year. There's a clear trend of increasing 
investment in AI over the years, with a significant jump from 2020 to 2021 and a 
slight decrease from 2021 to 2022. In 2022, the investments are spread across all 
four types, with private investment appearing to comprise the largest share.
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Figures

• Interpretation
• “Write me a legend”



ChatGPT - for code
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Code troubleshooting

• Beginner friendly
• Explains with context
• Almost as good as a 

human, sometimes 
better



ChatGPT / CoPilot / Devin
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Code generation

• Accessible to 
non-programmers

• From pseudo-code
• From documentation
• Semi-automated testing
• Very fast prototypes

• Harder to use with 
complex codebases



AI Personas / AI Agents / AI Council

34
Image from spyscape.com / ChatGPT AI Council

Reasoning / Ideation

• Understand points of view
• Highlight biases
• Complementary feedback
• Not (yet) self sufficient

https://chat.openai.com/g/g-PhBaiwcwy-your-ai-council


Scientific communication
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Illustrations
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Video generation

Sora by OpenAI

Prompt: A gorgeously rendered papercraft world of a coral reef, rife with colorful fish and sea creatures.
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http://www.youtube.com/watch?v=HK6y8DAPN_0&t=188


When (data) privacy is important
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Running models privately
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ollama.com



The right model and hardware
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A lot to choose from
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A Survey of Large Language Models - doi: 10.48550/arXiv.2303.18223



Wrapping up
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Summary & Challenges / Opportunities
AI can be immensely useful if used correctly

• Trainees are more independent / Not afraid to ask
• “Hallucinations” / incorrect “facts” → ok for reasoning / not-ok for decision making 
• Data privacy / Cross-contamination → ok for generation / not-ok for review
• Copyright / Intellectual property rights → Regulation playing catch → Lawsuits
• Computation / Energy / Hardware cost → 1M€ BLOOM LLM → “GPUrush”
• Cultural bias → Notions of right and wrong → Really hard problem
• Even greater information overflow → AI as solution → circular problem
• Society implications → New jobs / Obsolete jobs → Automation everywhere
• Fast pace and hype → Widening technology gap low-, mid-, high-income countries
• Challenging current definitions: creativity, originality, plagiarism,...
• Human-machine interactions → More forgiving towards humans than machines
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Thank you   

DOI: 10.1016/j.patter.2022.100511
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Michael Khun
Marisa Keller

AI discussion group
Bork group

https://doi.org/10.1016/j.patter.2022.100511


Thank you / Questions?
PS: Find the AI generated

DOI: 10.1016/j.patter.2022.100511
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They are all AI generated

https://doi.org/10.1016/j.patter.2022.100511
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